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1. DAS connect
DAS is short for Direct Attached Storage, an old storage way which wildly used in lot of company in IT area. Camper with recently storage system like storage area network, DAS connect has data decentralization, hard to management, not security and lower the total efficiency. 
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This is a simple DAS connect we can find single server connecting with a storage disk array and make system complexity and hard to management.

2. Overall of this project

2.1 Objective:

The objective of this project is built a cost effective iSCSI Storage area network server for a medium size organization CNZ.

2.2 Background

This new iSCSI SAN storage system will be used to supersede old DAS storage system which used by CNZ company recently.

2.3 Output

At the end of this project we will have an integrity iSCSI SAN system server the demand of storage in CNZ Company. At the same time we will have backup and recovery system appertain of SAN system.

2.4 brief introduce to this project 
Overall for our project we will install iSCSI initiator on all computer in the Local area network which include LAN server computer and connect those server computer to the Ethernet switch which we already using in LAN system. Then connect our storage device to this Ethernet switch and build our iSCSI storage area network system.
2.5 Optional of storage device
For connect storage device to Ethernet switch, there are few solution we can choice.

First one is direct connecting with iSCSI storage disk array, for this one we need buying new disk array with iSCSI interface connect sort. This one only consider as update using.

Second one is using iSCSI converter or bridge. This one is covert different interface to iSCSI and can connect it with our Ethernet switch, this solution with easy of using and high extendable. And it can convert mostly all storage device like ATA, SATA, DMA hardware disk, SCSI, disk array even CD/DVD/MO disk to iSCSI and share it on Storage area netework.

Third one is using Storage Server which is using a separate server computer as storage server and install iSCSI Target software and some iSCSI management software inside it to achieve network management and storage management. Then connect our storage device with this computer and connect this computer with our Ethernet switch to finish a Storage area network.

At this moment we will think about using second one or third one. Cost effective is most important for our project so which one will be choice at last was being based on cost of this solution. For second one we will cost on iSCSI convert and bridge devices for all of our storage devices, and for third one we will need one separate server computer and we need buy some software for SAN management to achieve iSCSI SAN.

In CNZ case we will be most thinking about using storage server solution.

3. Response for user brief

3.1 Fully Storage area network functionally 

Our system will have fully storage area network functionally. 
3.2 High availability

Because our project will be using install SAN target software and management software on a server computer. If we using iSCSI converter, we got more stability and don’t have problem from server computer down. Stability of iSCSI SAN with storage server is based on storage server computer. Performance is the key point and we suggest using at least intel XERON 1.6gHZ CPU to achieve high availability.
Our system will server 24 hours 7 days if we don’t meet server computer down. But 1 hour maintenance time every day is our suggestion.
3.3 High reliability

The storage system will have the fault tolerance inside RAID system. And we will using CRC encoding check to make sure data in correct status to make sure validate before using the data to confirm data on storage devices are correct. And we will suggest CNZ computer install advance anti-virus software with recently virus definition on each computer in LAN and some fire well configuration inside Ethernet switch. And we will install some advance anti-virus software inside storage server to make sure we are immunity of virus.
3.4 High performance

Because our SAN system is base on exist Ethernet system. So in CNZ case, we will using Gigabit Ethernet and the capability of storage is. As we know iSCSI storage system is a great improve of DAS system. So the quality of service will be much batter. Although there may have some latency with convert SCSI to iSCSI. 

And our backup system will soppurt two level backup systems, and we will using some ATA disk which inside server computer for fist level backup and storage disk array for second level.

And there will have a backup server on the remote side of our storage area network and all backup file will be store as compress status. 

3.5 Easy to management

We will choice our SAN management carefully to achieve easy to management. This part needs more SAN management software information, and we will add it later.
3.6 Extendable 

The extendable is based on number of port of our Ethernet switch and the performance of our server computer, and if we using a Ethernet switch will more port we will have more extendable. Mostly, 10TB extendable is easy to be achieving with a Ethernet switch with 10 ports.
And as the company size grown, we can just buying new storage devices and connect it with our Ethernet switch and make it work in our iSCSI storage area network. 

3.7 Practicability

In this project we will fully consider about cost effective. So we will use Microsoft iSCSI initiator and target which is free software and our existing LAN switch, router and hub and our existing server and client computer.

The only thing will cost some money is iSCSI management software.

And personal we don’t think the total cost of ownership can be 1/10 in next 5 years, because with update from DAS to SAN, the total cost of ownership is not change to much, the improve is on Centralizing manage, Open and Multi-protocol support, Availability and Scalability. So we think best effective can reduce total cost of ownership to 85% of existing system.

3.8 Compatibility

Because our project is install iSCSI initiator and target and management software inside both server and client computer in LAN so there will be no impact to our storage facilities at all.
4. System function
a) Data storage

Our storage area network has following function on data storage

· Multi-operation system support

This include Microsoft windows, UNIX, Linux, Mac OS

· Multi- Database support

Our storage system will support Oracle, SQL and Microsoft access database system 

· RAID support

Our SAN system will support from RAID lv0 to lv4 and include lv0+1.

· RAID management

Advanced RAID management software will be installed on storage server computer.

· Highly extendable

Extend is based on our Ethernet SAN and choice of storage device, each of them have at least 5TB extendable.

b) Data backup

Our SAN has following function on data backup

· Multi- operation system and platform support

This include Microsoft windows, UNIX, Linux, Mac OS

· Multi- database backup

Our storage backup system will support Oracle, SQL and Microsoft access

· Multi- medium support

Our backup system support most of storage medium like ATA, STAT, SCSI even CD/DVD/MO disk.

· Centralization data management and backup

Data management wills the control by storage server computer only.

· Multi-backup strategy

We support direct disk to disk backup and remote backup from network. 

· Using less CPU and network resource

With better CPU we can get better effective.

· Data encrypt

Data encrypt is wildly used in storage.

· Virus scan

· Highly extendable

· Fast backup possible

c) Data recovery

Our data recovery should consider following point:

· Disaster recovery

· Fully or part able recovery

· Fast recovery

· Data log for recovery 

